The Seasons, Global Temperature, and Precession

David J. Thomson

Analysis of instrumental temperature records beginning in 1659 shows that in much of the world the dominant frequency of the seasons is one cycle per anomalistic year (the time from perihelion to perihelion, 365.25964 days), not one cycle per tropical year (the time from equinox to equinox, 365.24220 days), and that the timing of the annual temperature cycle is controlled by perihelion. The assumption that the seasons were timed by the equinoxes has caused many statistical analyses of climate data to be badly biased. Coherence between changes in the amplitude of the annual cycle and those in the average temperature show that between 1854 and 1922 there were small temperature variations, probably of solar origin. Since 1922, the phase of the Northern Hemisphere coherence between these quantities switched from 0° to 180° and implies that solar variability cannot be the sole cause of the increasing temperature over the last century. About 1940, the phase patterns of the previous 300 years began to change and now appear to be changing at an unprecedented rate. The average change in phase is now coherent with the logarithm of atmospheric CO₂ concentration.

Efforts to detect the effects of the increasing quantities of carbon dioxide and other so-called greenhouse gases on the Earth’s climate have relied on a few carefully compiled series that represent regional or global average temperature departures from a seasonal average. In constructing these series great care has been taken to correct for changes in instrumentation, station locations, elevation, urbanization, and myriad similar effects. Although all (1–3) these compilations show that the average surface air temperature has increased by about 0.6°C during the last century, they also show that the warming is much larger in winter than in summer. This and other uncertainties about the range of natural variations to be expected in average temperature, particularly from solar variability, has caused attribution of the observed warming to the greenhouse effect to remain controversial (4–6).

In this paper I give an analysis of the statistical structure of temperature time series with emphasis on the frequency band around 1 cycle per year, that is the annual or seasonal cycle. Because these seasonal variations often cause more than 90 percent of the variance of a temperature record, careful analysis of the seasonal cycle can help to resolve such controversies.

Earth’s orbit and seasonal radiation. The Earth has an elliptical orbit that changes slowly with time, and the eccentricity of the orbit and the orientation of the Earth’s axis of rotation on the ecliptic control the amount of radiation received from the sun at a given latitude and date (7–9). On historical time scales, the obvious periodic recurrence time of the seasons and the length of the day are defined by the tropical year, the 365.24220 days from equinox to equinox (10). The insolation at a particular latitude has the period of the tropical year. The data used here, monthly average temperatures, are organized according to the Gregorian civil calendar. This calendar was designed to stay synchronized with the equinoxes, and over its full 400-year cycle of intercalations, the average calendar year of 365.2425 days is a remarkably accurate approximation to the tropical year. Because of this, subtraction of the seasonal cycle from the temperature records has not been questioned. This viewpoint was strengthened by the argument that, although direct radiation at a given latitude changes on the time scale of the Quaternary ice ages, the classical insolation formulas show that the major effect of orbital change in northern temperate latitudes during the last few hundred years should be a slight cooling and that the phase of insolation is almost constant when measured from the equinox. Moreover, the shortest of the major cycles, the 26,000 years required for a complete precession cycle, is so long compared to the length of the instrumental series that it was thought that such residual effects could be safely ignored.

The total amount of radiation received by the Earth at a given time also varies periodically, but the period is not the tropical year of the equinoxes but rather the time from perihelion to perihelion, or the anomalistic year, currently 365.25964 days. Because Earth’s orbit is not very eccentric, the change in total radiation received over a year is small, and the change in average blackbody temperature from perihelion to aphelion is only about 2.1°C. Nonetheless, if atmospheric transport of heat were instantaneous and perfectly efficient, local insolation effects would be irrelevant, and all that could be learned from a temperature series would be the eccentricity of the orbit and the longitude of perihelion. Thus the annual cycle contains at least two major components, the tropical and anomalistic years, that differ by only one in about 26,000 years (11) and should be expected to interact. Because the effects of precession are clear in the paleoclimate record, the interaction is intense. In the theory of frequency-modulated communications systems (13) there is a well-known “capture effect” in which the observed phase of such a system is largely controlled by the stronger of the two components. Because albedo primarily affects the radiation or tropical year component, whereas topography alters the transport or anomalistic year part, and volcanic activity might change either, there is no obvious reason to expect either frequency to be uniformly dominant.

In addition to celestial mechanics and the paleoclimate record, there are other climate observations implying that the seasonal cycle is complicated. Hansen and Lebedeff (2) and Kuo et al. (14) showed “bumps” in the spectrum of deseasonalized temperature records around 1 cycle per year and Kao et al. discussed modulation effects there. The variance in winter is larger than in summer, showing that a cyclostationary (periodically correlated) (15) process provides a better model of climate data than does a stationary process. This observation implies that there must be coherent energy at frequencies separated by 1 cycle per year. Finally, there is the seasonal dependence in temperature trends (4, 16).

Data analysis. To investigate the interaction of these two seasonal components and related effects, I write the dominant component of the annual seasonal temperature cycle as

$$T(\phi) = A(\phi) \cos(2\pi t + \phi(\phi))$$

where $t$ is the time in Gregorian calendar years, $A(\phi)$ is the amplitude, and the phase, $\phi(\phi)$, describes the timing of the seasons. Using monthly average temperature records (17), both from individual stations and hemispheric averages, I estimate their amplitude and phase by complex demodulation (18, 19). When a time series contains significant energy in specific frequency bands, as here in the vicinity of the annual cycle, a preferred method of analysis is complex demodulation about which Tukey (20) wrote: “It has to be tried out on actual data before its iniciveness and power is adequately appreciated.”

For a temperature record $x(t)$ complex
demodulation estimates the amplitude and phase by forming
\[ y(t) = h(t) * \{ x(t)e^{-i2\pi f t} \} = \sum_{j=0}^{N-1} h(j) x(t-j)e^{-i2\pi f(t-j)} \]  
(2)

where the effect of \( e^{-i2\pi f t} \) is to shift components of \( x(t) \) at frequency \( f \) to the origin, \( * \) represents convolution, and \( h(t), t = 0, 1, \ldots, N-1 \) is the impulse response of a suitably chosen low-pass filter. From the complex demodulate \( y(t) \), the amplitude is estimated by
\[ A(t) \approx 2|y(t)| \]
(3a)

the phase by
\[ \theta(t) = \arctan \frac{\text{Im}[y(t)]}{\text{Re}[y(t)]} \]
(3b)

and the annual cycle by \( 2\text{Re}[e^{i2\pi f t} y(t)] \). For most \( (21) \) of the results here \( h(t) \) has been a zero-order Slepian sequence \( (22, 23), v_n^{(0)}(N, W) \), with the block length, determined by \( N \), set between 5 and 20 years with the bandwidth, \( W \) typically set at \( N W = 1 \) or 2. This simple filter has excellent band limiting properties, linear phase, and no overshoots or Gibb's ripples, but has the disadvantage that the output is shorter than the input by \( N - 1 \) samples. However, it is not well suited for extracting the wideband signals used in coherence calculations. I used projection filters \((24, 25)\) for these calculations and as checks on the others.

In this analysis I usually took the center frequency \( f \) to be 1 cycle per tropical, or Gregorian calendar, year. If the annual cycle of the data being analyzed varies at this frequency then, except for noise, the phase \( \theta(t) \) should be constant. If, on the other hand, the frequency in the data is different from that assumed, the phase will have a linear trend in time with a slope equal to the frequency difference. Regression on phase is a standard method for making precision frequency estimates \((26)\). These estimates are unbiased and their variance, which is inversely proportional to the cube of the length of the series, can achieve the Cramér-Rao bound for minimum variance estimation \((27)\). This accuracy is sufficient to discriminate between the frequencies of the tropical and anomalistic year in historical temperature records.

Many of the temperature data sets have some missing data. I interpolated the data through gaps by taking midmeans for the same month from a few years on both sides of the gap. There are also numerous outliers associated with volcanic eruptions and probably transcription errors and so forth. Reanalysis of the data using adaptations of the robust methods developed in \((28, 29)\) gives the same conclusions as the nonrobust estimates. To allow for the serial correlations present in all climate data, I used multiple-window methods \((30-33)\) and computed tolerances using multiple-window jackknife methods \((34)\). Statistical properties of phase estimates are known \((35, 36)\).

The Central England series. The “Central England” temperature series was compiled by Manley \((37)\) for 1659 to 1973 and has been recently updated \((38)\). The early part of the series, up to about 1772, is slightly noisier than the later parts. This record was not deseasonalized, and although the design (or lack) of earlier thermometer screens may have caused a slight exaggeration of the amplitude of the annual cycle, there appears to be no reason that it should change the phase \((39)\).

In the early record, Fig. 1, the most striking feature in the phase is an apparent step in 1752. Before September 1752, England used the Julian calendar and, although Manley gives the dates in the Gregorian calendar, he noted that some of the earlier data were only available as weekly averages, Sundays excluded. Thus the 3rd phase discontinuity in 1752 is an expected result of shifting the dates of the early data by 2 weeks rather than by 11 days. If this offset in September 1752 is accounted for, the predominant feature of the phase is the steady drift with respect to the tropical year. From 1659 to 1940 the estimated slope is 51.1 arc seconds per year. This value is close to the general precession constant of 50°.256/year. The multiple-window standard deviation of the slope \((14, 40)\) is 6°.82/yr. Thus, a test for constant phase has a \( t \) statistic of 7.49 and, with 14 df, is rejected above the 99.999 percent significance level. This trend shows that the frequency is not 1 cycle per tropical year \((41)\), but is consistent with 1 cycle per anomalistic year, a completely unexpected result. Finally, it is obvious from Fig. 1 that, around 1940, the character of the phase altered, and during

![Fig. 1. The phase of the Central England series from 1659 to 1990 from a filter of bandwidth 1/22 years. The dotted portion before September 1752 shows the offset in phase of 3° before correction for the change from Julian to Gregorian calendars. The detectability of this 3-day offset in monthly data implies that the data quality is good. The straight line has the general precession constant as a slope. The dotted line at the lower right shows the phase from a filter of bandwidth 0.1 cycle per year from 1980 to 1990. The phase observed after 1940 would not have been easily predicted from that observed in the preceding 300 years.](image1)

![Fig. 2. Phase of the annual cycle for Geneva (Contriim) (top, short dashes), Basel (Binningen) (solid line), and Paris (Le Bourget) (long dashes). Although most of the short-term detailed structure is highly coherent between the three, the trends are different, with Geneva having followed precession, Basel the equinoxes, and Paris having switched from equinoxes to precession about 1860. The filter was a Slepian sequence of 10 years duration and bandwidth 0.2 cycle per year.](image2)
the last 50 years has changed more than in the preceding 300 years.

**Other individual temperature series.**

Long temperature records from Edinburgh, New Haven, Toronto, and numerous other locations exhibit similar effects. Although the tendency for the precession signal to capture the phase is common and apparently dominant, at many locations the phase of the climate follows the tropical year. Apparently, local topography, heat storage, albedo, or the like can cause even nearby stations to differ.

For example, although Geneva and Basel are only 200 kilometers apart, the phase at Geneva followed precession, whereas at Basel the phase remained nearly constant until mid-century (42) (Fig. 2). Thus temperature at Basel follows the tropical year and Geneva the anomalous. On the other hand, Paris appears to have switched between the two about 1860. This phase jump also occurred simultaneously in many European records including Milan and Stockholm. Tests of the binary hypothesis of constant phase versus precession applied in the two intervals (43) 1760 to 1860 and 1860 to 1960 shows that constant phase was the norm in the former interval and precession in the latter. This phase discontinuity appears to be an example of the capture effect. Furthermore, the phase in Paris has changed by more than 8 days (44) since 1950. The phase at Deloit is similar to the phase at Paris.

Figure 3 shows phases derived from an 11-year filter for four tropical stations and for several in the North American west. Of the tropical stations, Apia, Samoa, exhibits the largest phase change that I have observed, nearly 38 days. Apia is in the region strongly influenced by the Southern Oscillation (El Niño). Among others, the 3-week phase change at San Francisco, and the 2-week phase change at Darwin may be related. The phases plotted for western North America are typical. In these and many other stations, the recent phase change exceeds 1 week. The current phase anomaly in this region exceeds the previous large phase excursion of the late 1920s and early 1930s by 50 percent or so.

I also analyzed a group of individual station records, mostly from the Northern Hemisphere. These consisted of all the records from the data set NDP:041 (45) that were longer than 100 years, had less than 5 percent missing data, and ended in 1990. I filled gaps by taking monthly mid-means using valid data within 3 years of the gap, so few stations with gaps near the ends of the record were excluded. The resulting data set consisted of 222 station records, 188 above 23°N, 16 from the tropics, and 18 below 23°S. In the 50 or more years before 1940, the median and 80 percent mid-mean phase slope of all 222 records were −49.4/year and −50.8/year, respectively, close to the general precession constant. The small number of stations and low median amplitudes of 4.9°C and 2.9°C in the south and tropics, give poorer estimates of phase slope in the south and tropics than in the north. Nonetheless, both appear to be consistent with precession instead of constant phase. Thus, even though there are many locations like Basel where the phase follows the equinoxes, the average phase appears to be dominated by the average insolation and to follow perihelion.

In the 50 years since 1940, however, the median and 80% mid-mean became +92.7/year and +94.2/year, a 1σ change. In addition to the change in average phase slope, the variances in the post-1940 interval are 2.4 times the variances for the same stations before 1940. Part of this increase is from the low variance of a few long data records in the early part of the calculation. To remove this bias, I compared the same stations over the 45-year intervals 1895 to 1940 and 1940 to 1985 and found that the variance has still increased in the later period by more than a factor of 2 (46). In both these variance calculations, I excluded the extreme positive and negative 10 percent of the phases and so the comparisons are between the middle 80 percent of the stations in both time intervals.

Phase slopes for Northern temperate stations before 1940 (Fig. 4) are relatively tightly clustered and have a mode near −50/year. The median is −44/year, and the 10 percent trimmed mean is −42/year, about what would be expected from a mixture. Both the ordinary standard deviation and Winsorized scale (a robust estimate of standard deviation) are near 153/year, and there is a hint that the distribution is slightly trimodal.

After 1940, the distribution of phase slopes obviously changed; the median became +107/year, the 10 percent trimmed mean was +113/year, and the Winsorized scale increased to 242/year. The standardized fourth moment increased from 5.52 to 7.42, showing that the distribution flattened, and the central mode shifted by

---

**Fig. 3. (Top)** Tropical stations: Madagascar; Brisbane; Apia, Samoa; and offset by 180°, San Juan, Puerto Rico. The slope has been changed by over 5 weeks and in San Juan by 3 weeks. (Bottom) Stations from the western United States and Canada. The bottom solid line is Marquette, Michigan, and those in the upper group are Banff, Calgary, Edmonton, Alberta, Williston, North Dakota, and Kalispell, Montana.

**Fig. 4.** Histograms of phase slopes of 188 Northern Hemisphere stations at zero (dashed), 23°N before 1940 (dotted) and 1940 to 1990 (solid). The average has shifted and the variance has doubled.
about 250°/year. Thus the phase of the annual cycle has not only changed on average but has become more variable than it was before 1940.

Hemispheric average temperature series. Analysis of the Jones and Wigley Northern Hemispheric land plus marine average temperature series (1) exhibits a similar pattern as the individual stations. Because the individual component series making up the average series had been deseasonalized, I first added the average climatology (47) back in to the series (49), then demodulated it as above. In the Northern Hemisphere (Fig. 5), phase followed precession until about 1940, when the trend reversed and returned to approximately the value it had in 1850. In contrast, before 1940 the apparent phase slope of the Southern Hemisphere Jones-Wigley land plus marine average was closer to zero than to the precession constant, so climate in the Southern Hemisphere may have followed the tropical year. However, the slope of the hemispheric average, \(-0.5°/year\), is much less than that of the average, \(-120° \pm 42°/year\) of the 18 long Southern Hemisphere records discussed above. In addition, the change in the Southern Hemisphere (Fig. 6) is much less than the change in the Northern Hemisphere after 1940.

The enhanced sensitivity of the phase in the Northern Hemisphere can be understood in terms of the direct insolation and transport components of the temperature at a given location. In the Northern Hemisphere, summer solstice (maximum insolation) occurs on 22 June whereas, currently, perihelion (maximum total incoming radiation) is on 3 January, so omitting transport time, the two components are 172° out of phase and thus nearly cancel. Consequently, slight perturbations on either component can change the resultant disproportionately. In the Southern Hemisphere the opposite situation prevails and, because perihelion occurs in the antipodal summer, the two vector components are currently misaligned by only 8° so a slight change in either does not change the phase of the resultant nearly as much as in the north.

To test this pattern, I fitted the complex demodulates, Eq. 2, from 1854 to 1940 with both the tropical and anomalous year components

\[ \bar{y}(t) = \sum_{k=1}^{K} P_{k} e^{i2\pi f_{k}t} + D e^{i2\pi ft} \]  

with \(f_{1}\) and \(f_{2}\) as their respective frequencies (49). The estimated coefficients of Eq. 4 from analysis of the Jones-Wigley Hemispheric series (Fig. 7) largely cancel each other in the Northern Hemisphere, whereas they are nearly in phase in the Southern, as suggested above. Moreover, the residuals from this fit are small and show no systematic seasonal dependence of trend.

Seasonal dependence of temperature trends. Several workers (4, 16) have recognized that linear trends in temperature anomaly series during the last century show a strong seasonal dependence. As a specific example, if one fits simple linear strand to the January data in the Hansen-Wilson (2) Northern Hemisphere series, the slope is 1.05°C per century, whereas, when the same operation is done for the July data, the slope is only 0.37°C per century. Most of this seasonal dependence can be accounted for as an artifact of the deseasonalizing procedure used to generate the anomaly series. The essence of the deseasonalizing procedure is to average all the January data in a reference period, subtract it from all the January data in the series, and likewise for the other 11 months. Thus it subtracts a mean value function that has a period of exactly 1 year from the data.

As shown above, the phase of the annual cycle had a linear trend of about 50 arc seconds per year. This precessional signal, combined with the deseasonalizing procedure, leads to biases in the estimates of monthly trends in temperature data. To see why, consider an idealized temperature variation

\[ T(t) = A \cos[2\pi t + \theta_0 + \phi(t)] \]  

where \(\theta_0\) is the average phase, and \(\phi(t)\) is the drift in phase about the average. Subtract an average climatology with an exact 1-year period

\[ C(t) = A \cos[2\pi t + \theta_0] \]  

where both the amplitude and average phase are correct and the only error is in ignoring \(\phi(t)\). For small \(\phi(t)\), the anomaly, \(R(t) = T(t) - C(t)\) is approximately

\[ R(t) \approx -A \phi(t) \sin(2\pi t + \theta_0) \]  

When \(\phi(t)\) has a linear trend, as above, the anomaly series will have a seasonally dependent linear trend.

In the Northern Hemisphere the annual cycle has an average amplitude \(A\) of about 6.7°C, so the monthly slope should vary by \(\pm 0.16°C\) per century from the frequency difference alone. The median amplitude of the 188 northern station records considered above, 12.3°C, would give a range of slopes of \(\pm 0.29°C\) per century. Compared to the average temperature slope observed over the last century, about 0.65°C per century, this is a large error (52). In the Northern Hemisphere the phase \(\theta_0\) is near 180°, so Eq. 7 gives a positive slope in spring and negative in the fall. The data in Fig. 8 show that the seasonal change in slope arises mostly from the assumption that the frequency of the temperature cycle is the same as that of the insolation cycle. Thus it appears that the seasonal changes in slope are related not to global warming but to precession. This result supports Lindzen's
argument (4) that these seasonal effects are not a direct global warming signal.

There are additional problems with statistical analyses in which the annual cycle is subtracted. First, seasonal differences in trends have been used to argue for specific hypotheses for polar regions where the amplitude of the annual cycle can be large (4). For example, at Verbojanak (67.55°N 133.38°E), a station used in generating the histogram shown in Fig. 4, monthly average temperatures have ranged from −55.4°C to 19.9°C, and the amplitude was about 32°C. Thus, slope errors computed there would be five times those of the hemispheric averages. Second, for the most part, temperature anomaly series are based on a 1951 to 1980 reference period. During this interval, phase was beginning to depart markedly from its pre-1940 patterns and, in many locations, at rates much greater than 50°/year. Using the above simple argument with a random phase instead of the simple offset implied by precession implies that errors in individual records could be several times that given above. In particular, applying the same argument to the reference period when the average slope may have shifted by about +200°/year implies that spurious seasonal slopes could exceed ±1°C per century for recent parts of the anomaly series, and several times that in polar regions. One major effect of this spurious component is to inflate the variance of the average unnecessarily. Clearly, many perceived regional differences based on seasonal trends may be unreliable. These arguments do not mean that there are no real seasonal differences in trend, but simply imply that reliable detection of them requires careful analysis. The amplitudes and phases of harmonics of the annual cycle are also shifting rapidly. In particular the amplitude of the 2 cycles per year harmonic is increasing, and the phase at some locations has changed by 180°. Thus the shape of the seasonal cycle is changing along with the amplitude. In consideration of this remarkable sensitivity of the estimated seasonal slopes to subtle differences in the length of the year, the process of deseasonalizing temperature records must be more complicated than current practice, and at minimum, precession must be included.

Amplitude of the annual cycle and solar variability. A large uncertainty in the interpretation of temperature records comes from our lack of knowledge about solar variability. Recent measurements (53, 54) show that the solar irradiance changes during the solar cycle, but, over the time that precision measurements have been available, these changes have been about one part per thousand, too small to cause the observed changes in temperature. These changes in solar luminosity are smaller than those observed (55) in stars whose composition and age are thought to be similar to the sun’s. Foucal (56) showed that these larger solar variations would be incompatible with the 14C and 10Be records.

Friis-Christensen and Lassen (57), recently proposed that if the period of the sunspot cycle were used as a proxy for the solar constant, then almost all the long-term variability in the instrumental temperature series, including the trend of the last century, could be explained. This hypothesis was somewhat suspect because, first, there are many possible nonlinear transformations of time-series and no physical reason was known for the effect and, second and more seriously, the Southern Hemisphere temperature does not show the 1940 to 1970 cooling observed in the Northern Hemisphere that the hypothesis attributes to solar variability. An independent test of their hypothesis is available because all the insolation formulae (9, 58) contain the solar irradiance, S0, as a direct multiplier. Thus, if S0 varies as a function of time, it should induce coherent changes on the average temperature and on the amplitude of the annual cycle.

There are, however, other possible sources of coherent changes between the low-frequency and annual cycle components such as El Niño or albedo feedback, and these must be distinguished from solar effects. El Niño effects occur in well-defined frequency bands, and so are not easily confused with the hypothesized low-frequency solar variations. Albedo feedback occurs at similar low frequencies, but experiments with increased atmospheric CO2 concentrations in general circulation models (59) imply that the low-frequency phase of the coherence from albedo feedback should be 180°, whereas for solar forcing this phase should be in-phase, or 0°.

To test between the solar and CO2 albedo feedback hypotheses, I first used projection filters (25) to extract two nonoverlapping frequency bands from the Jones-Wigley Northern Hemisphere series, x(t). The first of these was the low-pass, real-valued signal \( \tilde{x}(t) = \tilde{y}(t)0 \), from the frequency range \((-0.5, +0.5)\) cycle per year. The series \( \tilde{x}(t) \) is a measure of the average temperature. The second extract was a band-pass signal \( \tilde{y}(t)1 \), from the frequency range \((+0.5, +1.5)\) cycle per year, which includes the annual cycle. The magnitude of the band-pass signal, \( A(t) = |\tilde{y}(t)1| \) is an estimate of the amplitude of seasonal variation. I then looked for coherent variation between \( \tilde{x}(t) \) and \( A(t) \). To estimate these coherences I used a multiple-window \( (11, 3 \times 30) \) with the bandwidth large enough to accommodate the hypothesized range of frequency.
variations. Because I am testing the hypothesis that changes in solar luminosity are changing both the average and amplitude coherently (and are responsible for the observed trend in average temperature), I only removed averages, but not trends, before this calculation.

One feature in the Northern Hemisphere amplitude (Fig. 9) is the decrease in level attributed to improved thermometer screens introduced around 1880; otherwise there are small oscillatory variations. The amplitude of the annual cycle, $A(t)$, does not show the 1940 to 1970 cooling apparent in the average temperature series, and from about 1920 to present the amplitude has been slowly decreasing. The low-frequency average temperature was roughly constant from 1854 to 1920, but since then, has increased episodically. In the Southern Hemisphere (Fig. 10) the increase in average temperature has a more uniform character than in the Northern Hemisphere. The amplitude of the annual cycle, although only about 3.05° C, has a trend of $-0.027^\circ$ C per century.

In the early part, 1854 to 1923, of the Jones-Wigley Northern Hemisphere record $\bar{x}(t)$ and $A(t)$ are moderately coherent with each other, $A(t)$ and Wolf sunspot numbers are highly coherent, and both these coherences are in-phase (Fig. 11). There is also coherent variation at several discrete frequencies that suggests solar variations and El Niño effects. The phase of the coherence (Fig. 11, upper right) has a linear trend showing an average time-delay of about 4.5 years (60). There is also reasonable coherence (not shown) between the sunspots and average, also in-phase. In the last half of the series, 1923 to 1991, coherence between the average and amplitude is high, and the phase stays close to 180°, independent of frequency. At low frequencies this squared coherence is high, about 0.7, and significant above the 99.8 percent point; its 180° phase implies that albedo feedback, not solar variations, is the cause. Analysis of the Southern Hemisphere Jones-Wigley series give similar results (in-phase in the first half, 180° phase in the last half), with indicative significance levels (61).

Similar coherences between the amplitude of the Central England annual cycle and the sunspot numbers from 1752 to 1950 are higher than those from the early part of the Northern Hemisphere series, and the phase of the coherence shows that modulation of the annual cycle leads the average temperature by about 2.3 years, perhaps the transport time of the Gulf Stream.

From these coherence estimates, I conclude that solar variability (63) causes small fluctuations in temperature on decade timescales, consistent with recent satellite measurements, but is at most a minor factor in the increase in average temperature observed over the last century. The decreasing slope of the amplitude in the annual cycle observed since 1900 implies that either solar output has been decreasing, or that albedo feedback is already occurring. In either case, the worldwide increase in average temperature may be larger than previously recognized.

The sudden increase in average temperature about 1923, which is obvious in Fig. 9, is accompanied by abrupt phase changes of more than 5° on the annual cycle at 35 of the 222 stations used above (see Fig. 5). Changes on the second harmonic are more dramatic, with 98 locations changing phase more than 30°, 20 of these by more than 90°, and 5 by about 180°. This suggests that the episodic temperature increases may be caused by a switch in ocean or atmospheric circulation, consistent with a phase capture.

$\text{CO}_2$ changes in the annual cycle.

The analysis above showed that phase characteristics changed suddenly about 1940 in many long series. Numerous causes for changes in the recent climate have been considered (16, 64). The leading contenders are changes in the sun’s luminosity and the increasing atmospheric concentration of $\text{CO}_2$ caused by burning fossil fuels.

To test the hypothesis that atmospheric $\text{CO}_2$ concentration is responsible for the changes on the annual cycle, I regressed Eq. 4 on the $(+0.5, +1.5)$ cycles per year complex modulates from 1854 to 1940 and computed the partial residuals (66) on both the tropical year component, $R_T(t) = y(t) - Ce^{2\pi it}$ and on the anomalous year $R_A(t) = y(t) - De^{2\pi it}$ for the entire time span. A plot of the estimated amplitude of the tropical year partial residual $|R_T(t)|$ (not shown) has a rapid increase in amplitude after mid-century as its predominant feature. The shape of the increase, moreover, resembles the long-term trend in atmospheric $\text{CO}_2$ levels. The anomalous year residual, $|R_A(t)|$ shows comparatively little change. Because the tropical year component is the one primarily responding (67) to direct radiative forcing and the greenhouse effect is fundamentally a modification of the radiative transfer process, I interpret this change in partial residuals to be consistent with the hypothesis that greenhouse forcing is present.

My attempts to estimate the effect of $\text{CO}_2$ on the amplitude, $A(t)$ gave estimates showing that doubling $\text{CO}_2$ decreases the amplitude of the annual cycle between 0.18° and 0.46° C, consistent with albedo feedback. Before systematic measurements (68) of atmospheric $\text{CO}_2$ began in 1958, the quality of the $\text{CO}_2$ record is marginal for time scales of a few years. The irregular and
sparse samples make estimating transfer functions from the early CO₂ record difficult (69). This, combined with the numerical difficulties in separating the closely spaced frequency components, and particularly the problems with early thermometer screens, are responsible for the large uncertainty in the estimate. Despite this uncertainty, continuation of a decreasing trend in amplitude may imply a problem: As the magnitudes of the two components of the annual cycle approach each other, slight perturbations in either (from volcanic activity, changes in albedo, and so forth) may make rapid transitions between their phases easier (70).

Estimates of the effects of atmospheric CO₂ levels on the phase θ(t) were more satisfactory. Although the same data are used, the changes in phase are relatively larger than those in the amplitude of the annual cycle, separate estimates of both frequency components are not needed, and the lack of thermometer screens is almost irrelevant. Using ordinary least-squares, I fitted the change in phase of the Jones-Wigley Northern Hemisphere series from precession (Fig. 12) using only a constant and the log of the atmospheric CO₂ levels. The agreement is visually good at low frequencies. However, such simple fits do not give a valid significance test in time series. The magnitude-squared coherence (MSC) (Fig. 13) between the phase change and log CO₂ is 0.96 at low frequencies, significance of 8σ. Even though the early part of the CO₂ record is of marginal quality and has likely been over-smoothed, MSC in the El Niño band is also about 0.5, with a corresponding significance level of about 99%. The phase change in the Southern Hemisphere is also significant.

To summarize these and similar tests, I obtained time series representing various climate forcings; perturbations from an elliptic orbit, El Niño, volcanic activity (71), stratospheric aerosols (72), and solar variability. I computed coherence between each of these and the low-pass, x(t), amplitude A(t), and phase θ(t) of the band-pass extract of the Jones-Wigley temperature series. All of these climate forcing signals explain some of the observed changes in the temperature series. However, only CO₂ is significantly coherent with the observed recent large changes in phase and average temperature.

Fig. 11. Coherence tests for solar variability. The upper pair of plots are estimates of the magnitude-squared coherence and phase between the low-pass filtered data and the amplitude of the annual cycle for the Jones-Wigley extracts shown in Fig. 9. The solid line is for the first half of the series, 1854 to 1922. The coherence is only moderately significant. At low frequencies changes in the average are in phase with those in the amplitude, arguing for solar forcing. As shown by the dotted line on the phase plot, changes in the average lag those in the amplitude by about 4.2 years. The dashed line shows the same calculation for 1923 to 1991; the coherence is stronger and the phase is near 180 degrees across the band, as predicted for albedo feedback. The lower panels show similar coherence tests between the amplitude of the annual cycle and the sunspot numbers for the same two intervals. In the early data the coherence is large and nearly in-phase, but in the last half of the record the coherence has dropped and the phase reversed arguing that the solar modulation seen in the first half of the record is being overwhelmed by albedo feedback.

Fig. 12. Phase of the Jones-Wigley Northern Hemisphere land plus marine temperature series, Fig. 5, after a linear offset 50°.256, (t – 1854) from precession has been added. It is thus an estimate of deviation of the phase from the trend in Fig. 5 that was observed in the early part of the record. The dashed line is a least-squares fit to the phase regressed on the logarithm of atmospheric CO₂ levels and a constant. For a significance test, see Fig. 13.
Incidental observations and speculations. The analysis I have given does not cover the entire globe. Because the anomalous and tropical years are so close in frequency, long series are needed to tell one from the other. Also, tropical regions with a weak annual cycle do not have as well-determined phases as the temperate zones. Finally, some stations seem to have much greater intrinsic variability than others, whether from various global oscillations (73, 74) or, perhaps, proximity to the auroral regions.

The increasing phase observed after 1940 for the Northern Hemisphere average seen in Fig. 5, clearly does not hold at all locations, and many records, as in Figs. 1 to 4, show that the phase is decreasing rapidly. Taylor-series arguments imply that this phase divergence must be accompanied by increasing temperature gradients in spring and autumn when the average temperature is changing rapidly. These may be related to the perceived increasing variability of the climate. The phase changes observed in northwestern Europe seem to have a different source than those for the hemispheric average. These possibly may reflect changes in the Gulf Stream. The most obvious natural explanation of the observed changes, termination of the Holocene, seems to be incompatible with the change in Northern Hemisphere average phase and the increasing average temperature.

While the influence of orbital changes on the climate on the time scale of the Pleistocene are well documented (8, 12), the exact mechanisms for coupling changes in the Earth's orbit into the climate system are debated (73). Also, while most of the dominant frequencies predicted by celestial mechanics (9, 58, 76) are accurately reproduced by analysis of long climate series (23) the paleoclimate record contains much evidence (77) for rapid variations at rates much higher than predicted by the Milankovitch theory. This study raises the possibility that eccentricity may have a larger, and different, effect than previously thought, and that the relative magnitudes of average and direct insolation may be critical in determining climate. It may be that climate behaves in a simple manner only when eccentricity is low or, possibly, when the tropical and anomalous years are in reasonable phase alignment. Is it possible that the capture effect, perhaps triggered by solar forcing, may be responsible for some of the abrupt transitions seen in the climate record?

The decade-scale fluctuations in the phase (Figs. 1 to 3) need to be further understood. In the Central England series, the MSC between the phase fluctuations and the sunspot numbers reaches 0.8 (significance level ~ 99.8%) at periods near 30 years. This corresponds to the phase drift of ~12° per year in the coherence between amplitude changes and sunspot numbers (14) and suggests that phase change is primary and the observed amplitude effect a derivative term. These 30-year modulations may be detected in many long temperature records and, as estimates of the period seem suspiciously close to one-third of the 104-year Suess period (31), the connections to Suess wiggles noted (42) also need further study. Is this phase modulation related to total solar irradiance, energetic particles (78, 79), changes in ultraviolet irradiance (53), or something else?

Summary and implications. These results have several implications for climate research. First, orbital effects cannot be ignored in the analysis of contemporary climate time-series. Anomaly series used in climate research that have been deseasonalized by subtracting monthly averages need to be recomputed. The best method for doing this is not obvious (49). Similarly, conclusions based on perceived seasonal differences in temperature trends need to be reexamined. It is possible that suitable information can be extracted from the modulations on the annual cycle and its harmonics in temperature series. Second, attempts might be made to find a greenhouse fingerprint by matching observations and the outputs of general circulation models that explicitly include the evolution of Earth's orbit. Third, significant efforts must be made to understand the consequences of the annual temperature cycle following precession rather than the equinoxes, and of the capture effect.

These results also involve the greenhouse effect. First, the effects of increasing greenhouse gases may be worse than previously thought. Removal of the precessional seasonal-dependent trend from the temperature series increases the statistical significance in the general increase in temperature. This seasonal dependence in trend had been used to argue against the influence of greenhouse warming, and this argument is now void. Second, simple solar variation is not a statistically viable explanation for the increase in average temperature. Indeed, the evidence on the annual cycle would argue for either decreasing solar luminosity over the last few decades, or, equally serious, induced changes in albedo. If true, this might explain why the observed greenhouse warming has been less than many models predict and less than would be expected from paleoclimate evidence. Third, the rate of change in the timing of the seasons in the Northern Hemisphere is without precedent in the instrumental data records.

Finally, given the importance of a stable seasonal cycle for biological processes (80) and the problems that late springs or early frosts cause for agriculture, an unpredictable phase in the climate may be a more serious problem to society than changes in the amplitude of the annual cycle or even of the average temperature.
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